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NUMERICAL MODELING OF MOON ASTEROID IMPACTS
TSUNAMIS ON THE MOON

Charles L. Mader
Mader Consulting Co.
Honolulu, HI 96825 U.S.A.

ABSTRACT

Asteroid impacts on the moon were modeled using the full Navier-Stokes AMR Eulerian compressible hydrodynamic code called MAGNS. The size of the cavity and its time history are strongly dependent upon the strength characteristics of the moon rock. The initial impact pressures and temperatures are well above shock melting conditions at the impact surface of the moon. The formation of a moon crater, its rings and mascon is modeled.

Keywords: Modeling, Navier-Stokes, Eulerian, moon crater, crater rings.

INTRODUCTION

William Van Dorn has proposed models to explain the observed rings in the craters on the moon as described in (Van Dorn, 1968 and 1969) which he calls "Tsunamis on the Moon." He requested modeling of the impact of a 10-kilometer radius basalt or iron asteroid moving at 10 kilometers/second with the moon assuming possible liquid and solid basalt layers.

1 NUMERICAL MODELING

The compressible Navier-Stokes equations are described in (Mader, 2004, 1998) and examples of many numerical solutions of complicated physical problems are described. The compressible Navier-Stokes equations are solved by a high-resolution Godunov differencing scheme using an adaptive grid technique described in (Gittings, 1992).

The solution technique uses Continuous Adaptive Mesh Refinement (CAMR). The decision to refine the grid is made cell-by-cell continuously throughout the calculation. The computing is concentrated on the regions of the problem, which require high resolution.

Refinement occurs when gradients in physical properties (density, pressure, temperature, material constitution) exceed defined limits, down to a specified minimum cell size for each material. The mesh refinement is described in detail in (Mader, 2004).

Much larger computational volumes, times and differences in scale can be simulated than possible using previous Eulerian techniques such as those described in (Mader, 1998).

The original code was called SAGE. A later version with radiation is called RAGE. A recent version with the techniques for modeling reactive flow described in (Mader, 2004) is called NOBEL.

Some of the remarkable advances in fluid physics using the NOBEL code have been the modeling of Richtmyer-Meshkov and shock induced instabilities described in (Holmes et al., 1999 and Baltrusaitis et al., 1996). It was used for modeling the Lituya Bay impact landslide generated tsunami and water cavity generation described in (Mader 1999 and 2002). NOBEL/SAGE/RAGE were used to model the generation of water cavities by projectiles and explosions and the resulting water waves in (Mader and Gittings, 2003). The codes were used to model asteroid impacts with the ocean and the resulting tsunami waves in (Gisler, et al., 2003, 2004).

The codes can describe one-dimensional slab or spherical geometry, two-dimensional slab or cylindrical geometry, and three-dimensional Cartesian geometry.

Because modern supercomputing is currently done on clusters of machines containing many identical processors, the parallel implementation of the code is very important. For portability and scalability, the codes use the Message Passing Interface (MPI). Load leveling is accomplished through the use of an adaptive cell pointer list; in which newly created daughter cells are placed immediately after the mother cells. Cells are redistributed among processors at every time step, while keeping mothers and daughters together. If there are a total of M cells and N processors, this technique gives nearly \( \frac{M}{N} \) cells per processor. As neighbor cell variables are needed, the MPI gather/scatter routines copy those neighbor variables into local scratch memory.

The calculations described in this paper were performed on IMAC Apple and PC computers and did not require massive parallel computers.

The codes incorporate multiple material equations of state (analytical or SESAME tabular). Every cell can in principle contain a mixture of all the materials in a problem assuming that they are in pressure and temperature equilibrium.

As described in (Mader, 1998), pressure and temperature equilibrium is appropriate only for materials mixed molecularly. The assumption of temperature equilibrium is inappropriate for mixed cells with interfaces between different materials. The errors increase with increasing density differences. While the mixture equations of state described in (Mader, 1998) would be more realistic, the problem is minimized by using fine numerical resolution at interfaces. The amount of mass in mixed cells is kept small resulting in small errors being introduced by the temperature equilibrium assumption.

Very important for late time cavity history is the capability to initialize gravity properly, which is included in the code. This results in the initial density and initial pressure-changing going from the very low-density atmosphere at 20 kilometers altitude down to the moon surface. Likewise the rock density and pressure changes correctly with increasing depth. The moon gravity constant used was 167 vs 980 for the earth.

Soon after the initial impact and the cavity formation is occurring, the previously shocked and compressed rock is being rarefied and pulverized. The rock is called “fluidized” and modeled as described in the modeling of crater formation of the Arizona meteor crater and the SEDAN nuclear crater described in (Mader, 2009).

A new code called MAGNS was used in this study. It has been used to model oblique shock initiation of insensitive explosives described in (Mader and Gittings, 2004).

### SUMMARY OF MODELED CAVITY DIMENSIONS
For a 20 kilometer diameter Projectile impacting Moon Crust at 10 kilometer/sec

<table>
<thead>
<tr>
<th>Problem</th>
<th>Max Depth</th>
<th>Max Diameter</th>
<th>Collapse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basalt Projectile, 5.5 kb Basalt Yield</td>
<td>40 km</td>
<td>60 km</td>
<td>No</td>
</tr>
<tr>
<td>Iron Projectile, 5.5 KB Basalt Yield</td>
<td>80 km</td>
<td>90 km</td>
<td>No</td>
</tr>
<tr>
<td>Basalt Projectile, Fluid Basalt - 1000 s</td>
<td>75 km</td>
<td>120 km</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>70 km</td>
<td>160 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 km</td>
<td>180 km</td>
<td>Axis Jet</td>
</tr>
<tr>
<td>Basalt projectile, impacts water - 1000 s</td>
<td>120 km</td>
<td>120 km</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>100 km</td>
<td>160 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Axis Jet</td>
<td>180 km</td>
<td></td>
</tr>
</tbody>
</table>
The cavity formed by an asteroid impact on the moon is strongly dependent upon the strength characteristics of the moon rock and whether it is described as a solid with strength or a fluid without strength. With sufficient strength the cavity grows to a maximum size and no axis jet is formed. The size of the cavity is strongly dependent upon the density of the asteroid and its velocity. The initial impact pressures and temperatures are well above shock melting conditions at the impact surface of the moon. The impact pressure for the basalt projectile is greater than 1 megabar, the impact density is greater than 5 g/cc, and the impact temperature is greater than 6000 K. The initial impact pressure for the iron projectile is greater than 1.5 megabar and the iron impact density is greater than 11 grams/cc.

Soon after the initial impact and the cavity formation is occurring, the previously shocked and compressed rock is being rarefied and pulverized. The rock is called “fluidized” and modeled as described in the modeling of crater formation of the Arizona meteor crater and the SEDAN nuclear crater.

![Mare Orientale](image)

**Mare Orientale**

*NASA, Lunar Orbiter 4*

900 km across
Collision caused ripples in the lunar crust resulting in three (5 according to Van Dorn) concentric circular ring like features. It is relatively unflooded by mare basalts. The outermost ring is 930 km in diameter with ejecta extending 500 km beyond.

Figure 1. The mare Orientale photographed by Lunar Orbiter 4.

The moon crater formation by an asteroid impact was modeled for a 1200 and 800 kilometer diameter block of Basalt, 160 kilometer thick. Above the Basalt was 80 kilometers of void making the problem 240 kilometers high. The geometry was cylindrical with the projectile impacting on the
cylindrical axis. The gravity constant for the moon used was 167, which compares with 980 for the earth.

MAGNS was used to model the impact of a 10 kilometer diameter Iron Asteroid moving at 10 kilometers/sec with 10 kilometer thick Basalt Crust at 2.86 g/cc, 30 kilometer thick Basalt Mare at 3.10 g/cc and 120 kilometer thick Basalt Mantel at 3.31 g/cc. The basalt yield was 0.01 kilobar. Similar results were obtained for basalt yields up to 0.1 kilobar.

The density contours are shown for the first hour after impact in Figure 2. The times are in seconds. After the moon cavity, rings and mascon have been formed the density, pressure and velocity in the Y direction contours are shown for 800 kilometer diameter in Figure 3 and compared with the Orientale crater in Figure 4 using the Van Dorn locations of the rings.

A PowerPoint and movies are available at www.mccohi.com/moon/moon.htm.
Figure 2. The density contours for a 1200-kilometer diameter block of Basalt impacted by a 10 kilometer diameter Iron Asteroid moving at 10 kilometer/sec.

Figure 3. The density, pressure and velocity in the Y direction contours, 3600 seconds after a 800-kilometer diameter block of Basalt is impacted by a 10 kilometer diameter asteroid moving at 10 kilometers/second.
Figure 4. The density profile at 3600 seconds for a 600-kilometer radius Basalt block with the height and radius of the calculated maximum and minimum crater rings and distances between the maximum and minimum shown in black. The Van Dorn Orientale peak crater ring locations and heights are shown in red. The calculated maximum crater diameter at various times is shown at the top of the figure.

The number of rings and their locations and heights as determined by Van Dorn are not accurately modeled. Modeling the moon as a flat cylinder instead of a sphere may be a major source of the failure to describe the Orientale rings. The fluidization model and its calibration may also contribute to the failure to describe the Orientale ring number, locations and heights. The number of rings and their location and heights is also difficult to evaluate accurately from the available photographs. The size and velocity of the asteroid is also unknown. The Van Dorn published mechanism for the formation of the rings, his "Tsunamis on the Moon" is supported by the modeling. The tsunami wave occurred in molten and pulverized rock instead of water.
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ABSTRACT
Local scour due to tsunami is damaging especially on shallow foundation. Although relatively in a short duration, tsunami attack may scour material around buildings that led to destruction. A number of formulae on local scouring due to flood and tsunami have been available. The local scouring pattern and depth produced by tsunami may be affected by tsunami duration and tsunami surge Froude number and hence different to that resulted by flood which normally have much longer duration and lower Froude number. The research used a relatively short flume to create short duration tsunami surge that run-up on 1:20 beach slope and hit a vertical cylinder on land. Both the pattern and the depth of local scouring around the cylinder were observed and the results were compared with similar research but with different tsunami surge characteristic. It was shown that the maximum scour depth was significantly deeper than the final scour depth. When compared with other experimental study of local scour due to tsunami, the present local scour maximum depth seemed to be slightly less. This could have been caused by the relatively short duration of the present experiment. It was also found that the sidewall effect was insignificant when the ratio of cylinder diameter to the flume width was less then approximately 0.15.

Keywords: Tsunami, scouring, maximum depth, numerical model, physical model, dam break
1. INTRODUCTION

Scouring due to tsunami or floods may undermined structure stability and cause further structure failure. Triatmadja, et al (2011), FEMA (2007), Tonkin et al. (2003) and Jain et al. (1979), have showed many examples of scouring around structures. The scouring around cylinder especially bridge piers have been studied and relatively simple formulas for predicting such scouring have been established. These are for example as provided in Table 1. It can be seen from Table 1 that in general, the maximum scouring depends on a number of parameters these are Froude number (water depth and flow velocity), cylinder diameter, and sediment material. The duration is missing in many of the formula since most of the study was conducted for river flow where the duration may be long enough to create the maximum scouring depth irrespective of the duration. Naturally the maximum scouring depth dependent on the natural slope of repose of the material, since whenever the scour depth around the cylinder created a slope that larger than the angle of repose, the bed material slide down to create a stable slope and buried the scour hole.

Table 1. Maximum scouring around a vertical cylinder

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Formula</th>
<th>Parameters used</th>
<th>Caused</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triatmadja, et al (2011)</td>
<td>( d_s/d_0 = 0.25 ) to ( 0.3 )</td>
<td>( d_0 )</td>
<td>Tsunami</td>
<td>(1)</td>
</tr>
<tr>
<td>Dames and Moore (1980)</td>
<td>( d_s/h_0 = 0.4 )</td>
<td>( h_0 )</td>
<td>Tsunami</td>
<td>(2)</td>
</tr>
<tr>
<td>Tonkin (2003)</td>
<td>( d_s = \frac{\Delta P}{\gamma_b \Lambda} \left( 1 - 4t^2 \text{erf} \left( \frac{d_s}{2\sqrt{c_v \Delta T}} \right) \right) \Lambda, P, c_v )</td>
<td>Tsunami</td>
<td>(3)</td>
<td></td>
</tr>
<tr>
<td>Jain et al (1979)</td>
<td>( d_s/b = 2.0(F_r - F_c)^{0.25} (d/b)^{0.5} )</td>
<td>( F_r )</td>
<td>Floods</td>
<td>(4)</td>
</tr>
<tr>
<td>CSU (1992)</td>
<td>( d_s = 2.0K_i d F_r^{0.43} (b/d)^{0.65} )</td>
<td>( F_r )</td>
<td>Floods</td>
<td>(5)</td>
</tr>
</tbody>
</table>

\( d_s \): maximum scouring, \( d_0 \): water depth of the reservoir, \( h_0 \): tsunami height, \( b \): width or diameter of cylinder, \( d \): water depth at the location of the building, \( F_r \): Froude number, \( F_c \): critical Froude number, \( P \): pore pressure, \( \Lambda \): a scour enhancement parameter, \( \Delta T \): time scale, \( C_v \): Terzaghi's coefficient of consolidation, \( K_i \): correction factor

The local scour process may be slightly different during tsunami attack. Tsunami may last (starting from run-up up to the end of run-down) only a few hours hour or even only a few minutes. The run-up duration is more or less the same as the run-down duration. In between the run-up and run-down processes there is time when the velocity is nearly zero normally at maximum inundation. Another difference between tsunami scour and river flood scour is the speed and the Froude number of the flow. Tsunami surge flow is significantly faster than the river flood. Other than that, the Froude number of the surge is normally higher especially near the coastline. The difference of speed and Froude number may create different pattern of scouring and maximum scouring depth. The run-down has different flow pattern than the run-up. Such different flow pattern is expected to yield different scouring pattern created by tsunami during run-up.
The study is aimed at finding the local scour depth around a vertical cylinder due to tsunami attack based on physical simulations using dam break surge to represent tsunami.

2. Materials and Method

A model of coastal zone was prepared in a flume of 20.7 m long ($L$), 1.45 m wide ($B$), and 1.5 high ($h$) (Figure 1). From downstream end of the flume to 12.7 m upstream, the flume bed was sloping with a ratio of 1:20 (vertical: horizontal). About 11.7 m of it was made of fine sand, which represented erodible sandy beach. Two quick opening gates were installed. The first was at 12.7 m from downstream end of the flume, the other was 4 m upstream of the first. In between the gates water were initially stored to generate tsunami like surge by opening the two gates at the same time quickly. Kuswandi et al (2017) have employed this method. The resulting surge was a tsunami like surge that run-up on land (downstream) and another surge that went directly to the ground tank to reduce the effect of secondary run-up. The surge height was varied by varying the water depth in the reservoir ($d_0$) and the water depth at downstream of the first gate ($d_3$). The depth of the water downstream of the first gate varied due to the bed slope. The difference between initial upstream water depth or the initial reservoir water depth ($d_0$) and the downstream water depth $d_3$ is $d'$. The maximum height of the surge is $d'' = 4/9 (d_0 - d_3)$ which occurred at the location of the first gate.

![Experiment setup](image)

Figure 1. Experiment setup (Kuswandi, et al., 2017)
A number of tests to observe the scouring pattern around a vertical cylinder were conducted as listed in Table 2. The diameter of the vertical cylinder \((b)\) was also varied to observe its effect on the surge flow pattern and the resulted local scour. As can be expected a large relative cylinder diameter \((b/B)\) may obstruct the flow and even create backwater. This change of pattern may subsequently change the scouring pattern around the vertical cylinder. Four cylinder diameters were to be tested. These were \(b/B = 0.07\), \(b/B = 0.14\), \(b/B = 0.25\) and \(b/B = 0.35\). After each test, the scour and erosion was filled with bed sediment (sand) to obtain a smooth slope.

Table 2. List of the simulations

<table>
<thead>
<tr>
<th>Test</th>
<th>(d_0) (m)</th>
<th>(d_3) (m)</th>
<th>(d') (m)</th>
<th>(b/B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.45</td>
<td>0.18</td>
<td>0.27</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>0.20</td>
<td>0.30</td>
<td>0.14</td>
</tr>
<tr>
<td>3</td>
<td>0.55</td>
<td>0.22</td>
<td>0.33</td>
<td>0.14</td>
</tr>
<tr>
<td>4</td>
<td>0.45</td>
<td>0.18</td>
<td>0.27</td>
<td>0.14</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>0.20</td>
<td>0.30</td>
<td>0.14</td>
</tr>
<tr>
<td>6</td>
<td>0.55</td>
<td>0.22</td>
<td>0.33</td>
<td>0.14</td>
</tr>
<tr>
<td>7</td>
<td>0.45</td>
<td>0.18</td>
<td>0.27</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>0.50</td>
<td>0.20</td>
<td>0.30</td>
<td>0.25</td>
</tr>
<tr>
<td>9</td>
<td>0.55</td>
<td>0.22</td>
<td>0.33</td>
<td>0.25</td>
</tr>
<tr>
<td>10</td>
<td>0.45</td>
<td>0.18</td>
<td>0.27</td>
<td>0.35</td>
</tr>
<tr>
<td>11</td>
<td>0.50</td>
<td>0.20</td>
<td>0.30</td>
<td>0.35</td>
</tr>
<tr>
<td>12</td>
<td>0.55</td>
<td>0.22</td>
<td>0.33</td>
<td>0.35</td>
</tr>
</tbody>
</table>

\(d_0\) is the reservoir water depth, \(d_3\) is downstream depth, \(d' = d_0 − d_3\)

The measurement of the scour was conducted using a laser distance meter after the run down was completed and no water was inside the scour hole. The area that has been scoured may also be filled by sediment during the process of run-up and run-down, when the velocity of the flow reduced significantly. In order to observe the maximum scour depth, a simple tool was installed at certain locations. The tool was a wire mesh of 1 cm square opening, which was shaped like a cylinder and was installed vertical at the location of the study (Figure 2). Most part of the wire mesh was under the sediment surface and only a few portions was above the sediment bed and above the glass ball to make sure that the glass ball stayed inside the wire mesh during the simulation. Other than that, before implemented, the method was tested a number of time to assure that there was insignificant local scouring due to the wire mesh itself.

It was expected that when the maximum scour depth occurred, the ball fell at the lowest elevation. Whenever re-deposition occurred later, the ball would still be at the lowest position but was covered by sediment. In this way, the maximum scour depth can be observed.
The bed material was of very fine sand where the particle size distribution is provided in Figure 3. As can be seen that most of the sand diameters were between 0.1 mm and 0.4 mm with mean diameter equals 0.19 mm. Hence, the material may be classified as fine sand. Other characteristics values of the bed material are given in Table 3. The sediment porosity was quite high whilst the density was less than 2.0 ton/m³.

![Figure 3. Grain sizes distribution of the sediment bed](image)

**Table 3. Characteristics of bed material, Kuswandi et al, (2017)**

<table>
<thead>
<tr>
<th>Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>diameter ((d_{50}))</td>
<td>0.19 mm</td>
</tr>
<tr>
<td>(\rho_s)</td>
<td>1.76 ton/m³</td>
</tr>
<tr>
<td>porosity</td>
<td>0.45</td>
</tr>
<tr>
<td>average fall velocity</td>
<td>4.9 cm/s</td>
</tr>
</tbody>
</table>

### 3. Experimental results

1. **Effect of relative cylinder diameter**

   As has been discussed above that the sidewalls may significantly affect the flow pattern when \(b/B\) was significantly large. Figure 4 provides a clear indication of the effect of the sidewalls during run-up at different value of \(b/B\).
At time $t = 0.53$ seconds where the surge front just hit the cylinder (see Figure 4, top), all pictures show that there was no sidewall effect. As can be seen the water levels at the wall were almost the same for all model. There was no effect of sidewalls on the simulation (Figure 4, center) even after the surge hit the cylinder for 0.12 seconds. However, the reflected wave from the cylinder start to move toward the walls. Triatmadja and Nurhasanah (2012) used the same dam break system and flume and found that the reflected wave from the center of the flume required less than 0.5 seconds to reach the walls.

Figure 4. Sidewalls effect

At 1.39 seconds or about 0.86 seconds after the surge hit the cylinder, the effect of the cylinder on the flow pattern become obvious. The largest value of $b/B = 0.35$ resulted in a significant backwater as can be seen at the wall (Figure 4 bottom right). The difference of water level at the same observation time with $b/B = 0.25$ clearly indicated that the diameter of cylinder was too large to be free of sidewalls effect. The relative cylinder diameter of $b/B = 0.14$ and $b/B = 0.07$ showed no effect on the sidewall at the same observation time. This concludes that the relative cylinder diameter that can be used without any sidewalls effect is less than 0.15. Kato et al. (2000), mentioned that their simulation using relative cylinder diameter of $b/B = 0.25$ did not significantly affect the run-up height and hence they concluded that such relative cylinder diameter may be

used to study local scouring around cylinder. Tonkin et al. (2003) who used the same relative cylinder diameter, made similar claim because the local scour extended less than half way between the sidewall and the cylinder. In their cases however, the tsunami were represented by solitary wave that has not broken prior to hitting the cylinder. It may be expected that the flow velocity at the cylinder location be significantly smaller compared to the present study. Hence, the effect of the relative cylinder diameter could have been more tolerated.

2. Scouring around a vertical cylinder

The simulation of scouring around a vertical cylinder was conducted only for \( b/B = 0.14 \) and 0.07 as these cylinders were relatively small and no sidewalls effect was observed. The results of the scouring patterns were given in Figure 5 up to Figure 8. When the relative cylinder diameter was large (0.14), the scouring pattern was not symmetrical around the cylinder (Figure 5 and 7). These results were different compare to that of Tonkin, et al (2003). As mentioned previously, the different of flow speed and Froude number could have some contribution to the difference. The present experiment produced significantly less scouring depth at both the upstream and the downstream of the cylinder. However for \( b/B = 0.07 \) the scour pattern was almost symmetrical (Figure 6 and 8). As can be seen more clearly in Figure 8 that the cross section along the shore (from left to right) and the cross section across the shore (front to back) were similar. This result was closer to that of Tonkin, et al (2003). As mentioned in the previous chapter that the wall effect was relatively small or negligible during the experiment with \( b/B = 0.07 \). Secondly, as the cylinder was small, the effect of separation flow only last for relatively short duration.

![Figure 5. Scouring pattern around cylinder (b/B = 0.14) with \( d' = 0.33 \), \( d' = 0.30 \), \( d' = 0.27 \) respectively](image)

Figure 6. Scouring pattern around cylinder \((b/B = 0.07)\) with \(d' = 0.33, d' = 0.30, d' = 0.27\) respectively

Figure 7. Cross and long sections of scouring at \(b/B = 0.14\)

Figure 8. Cross and long sections of scouring at \(b/B = 0.07\)

3. Maximum scouring depth

The maximum scouring depth for each experiment was plotted in Figure 9. The figure indicates clearly that the maximum scour depth were deeper than the final scour depth $d_s$. In average, the maximum scour was 1.5 times of the final scour depth.

It seems that the scour depths were independent of $b$ or the cylinder diameter as also was found by Triatmadja et al. (2011). The final scour depth ranged from $0.27 d''$ to $0.34 d''$ whilst the maximum scour ranged from $0.35 d''$ to $0.60 d''$. It may be said that

$$dsd''=0.34 \quad (6)$$

$$d_{max}d''=0.60 \quad (7)$$

Where $d_{max}$ is the maximal scour depth. Equation 7 is comparable to Equation 1 of Triatmadja et al (2011). The value of $d''$ in this experiment was equal to $4/9(d_0)$ in Triatmadja’s and hence based on Equation 1,

$$0.56 \leq dsd'' \leq 0.67 \quad (8)$$

Although they only observed the final scour depth but since their experiment employed horizontal slope, no run-down occurred and less re-deposition occurred in the scour hole was expected. The result of the present experiment is in between the range given by Triatmadja et al. (2011).

The maximum scour depth of the present experiment can also be presented in term of the maximum flow depth. Unfortunately, no observation was conducted to obtain the data across the shore. However the water depth at 1 m or $6.8 \ d''$ in front of the cylinder was recorded. This location was approximately 1 m or $6.8 \ d''$ downstream of the coastline. Hence the data at this location was used to represent the maximum flow depth ($d_{max}$) to yield $ds_{dmax}=0.63$. Dames and Moore (1980) as reported by FEMA suggested that the approximated maximum scour for loose sand was $ds_{dmax}=0.6$ at a distance greater than 300 ft and $ds_{dmax}=0.8$ at a distance less than 300 ft (approximately 91 m). Considering that the maximum $d''$ or tsunami height in the present experiment was 0.15 m, it may be said that the scale of the present model was more or less 1:100 depending on the real tsunami height. With a 1:100 scale model the distance of the cylinder from the coastlines was approximately 50 m in which $ds_{dmax}=0.80$. The present maximum scour therefore was 0.80 of the approximated scour depth by Dames and Moore (1980). Similarly the maximum scour obtained by Tonkin et al (2003) was presented based on the maximum tsunami flow depth by the present authors to yield $ds_{dmax}=0.91$ which was slightly larger than 0.80 as suggested by Dames and Moore (1980).

Figure 9. Final and maximum scour depth around cylinder due to relatively short tsunami

3. Conclusion
1. The maximum ratio of cylinder diameter to the channel width that may not produce sidewalls effect of tsunami surge model is $(b/B) < 0.15$
2. The maximum local scour around a vertical cylinder during tsunami attack is higher than the final scour due to re-deposition of sediment.
3. The maximum local scour around a vertical cylinder during a tsunami attack may reach approximately 0.60 of the tsunami height. This finding was based on short tsunami. A longer tsunami may result in deeper local scour.
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BENCHMARK SOLUTIONS FOR TSUNAMI WAVE FRONTS AND RAYS.  
PART 2: PARABOLIC BOTTOM TOPOGRAPHY
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Abstract. In this paper, the kinematics of the tsunami wave ray and the wave front in the area, where the depth increases proportional to the squared distance to the straight shoreline, is studied. The exact analytical solution for the wave-ray trajectory above the parabolic bottom topography has been derived. This solution gives the possibility to determine in the ray approximation the tsunami wave heights in an area with the parabolic bottom topography. The distribution of the wave-height maxima in the area with such a bathymetry is compared to that obtained with a shallow-water model. All the exact solutions obtained can be used for testing numerical algorithms.
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1. SOME FEATURES OF THE LONG WAVE PROPAGATION

Tsunami waves, usually generated by vertical displacements of large ocean bottom areas, belong to a class of long waves whose length is at least ten times greater than the depth. The propagation of such waves in a deep ocean, where the wave height is usually two orders lower than the depth, is described by a linear system of differential shallow-water equations (Stocker, 1957). The validity of this description has many times been verified in practice. In the one-dimensional case without external forces (except for the gravity) these equations can be written down in the following form:

\[
\frac{\partial \eta}{\partial t} + \frac{\partial (D u)}{\partial x} = 0. 
\]  
(1.1)

Here \( u \) is the horizontal water flow velocity in the wave, \( \eta \) is the water surface height above an unperturbed level, \( g \) is the acceleration of gravity, and \( D \) is the depth. It follows from the shallow-water equations that the wave velocity does not depend on its length, and is determined by the Lagrange formula (Stocker, 1957):

\[
c = \sqrt{gD}. 
\]  
(1.2)

This formula is of fundamental importance for the kinematics of long waves (in particular, tsunamis). For the description the tsunami wave dynamics in the coastal zone, where the tsunami amplitude increases and the depth decreases, the nonlinear shallow water model is used (Marchuk et al., 1983). The wave propagation velocity for this model is expressed by the formula

\[
c = \sqrt{g(D+\eta)}. 
\]  
(1.3)

For the linear system of shallow water equations the horizontal flow velocity in a moving wave is expressed by the formula (Marchuk, 2016)

\[
u = \eta \sqrt{\frac{g}{D}}, 
\]  
(1.4)

and for the nonlinear tsunami wave formula (1.5) will be changed to

\[
u = \eta \sqrt{\frac{g}{D+\eta}}. 
\]  
(1.6)

Independence of the tsunami front propagation velocity on the wave parameters (height and length) gives the possibility for a priori discovery of peculiarities of the wave behavior in areas with uneven bottom. In the paper (Marchuk, 2016) the formula for the 1-D wave height varying in the moving wave has been derived.

In the linear case it can be written as

\[ \eta_2(x) = \eta_1(x) \sqrt{\frac{D_1}{D_2}}, \]  

(1.7)

where \( \eta_2 \) and \( D_2 \) are the current wave elevation and depth and \( \eta_1 \) and \( D_1 \) are the initial values. It is the well-known Green formula describing a height variation of a long wave over an uneven bottom in the one-dimensional case. If a wave front is not straight, the wave amplitude varies not only due to the non-constant depth, but also as a result of wave refraction, that is, the wave-front line transformation. In the same paper (Marchuk, 2016) the relation between the wave segment length and the amplitude of this wave segment was also obtained

\[ \eta_2 = \eta_1 \sqrt{\frac{L_2}{L_1}}. \]  

(1.8)

Here \( L_2 \) is the current length of the wave segment and \( L_1 \) is its initial length. Thus, due to the cylindrical propagation the tsunami wave height decreases inversely proportional to the square root of the circular front radius or the wave front length. In general, the kinematics of propagation of perturbations in various media is described by the eikonal equation. The governing formulas for the wave-front kinematics are presented in (Romanov, 1984), where the wave ray concept one of whose properties is the orthogonality to the wave-front line at any time is introduced. Along wave rays, a perturbation propagates from a source to other points of the medium in the least time. This means that wave rays are the fastest routes. Between the two closely spaced wave rays (in a ray tube), the wave energy remains constant (Romanov, 1984). Therefore, for a wave segment in a ray tube, formulas (1.7) and (1.8) can be rewritten in the form

\[ \eta_2 = \eta_1 \sqrt{\frac{L_1}{L_2} \frac{D_1}{D_2}}. \]  

(1.9)

where \( L_1 \) and \( L_2 \) are the widths of the ray tube (the length of the wave-front line segment inside the ray tube) at the initial and current time moments of wave propagation.

2. EXACT ANALYTICAL FORMULAS FOR WAVE-RAY TRACES ABOVE THE PARABOLIC BOTTOM TOPOGRAPHY

An exact mathematical formula for a wave ray trajectory over a parabolic bottom can be found from the laws of geometrical optics. Let us consider a two-dimensional water area where the depth and the wave propagation velocity vary only in one direction. In this case we can use the Snell law for the wave ray refraction angle in a medium with varying optical conductivity (Sabra, 1981). According to this law, if in a two-dimensional conducting medium a ray comes at the angle of incidence \( \alpha_1 \) to the horizontal line (Fig. 2.1), and the conductivity (the propagation velocity of a signal) changes from \( b_1 \)
to $b_2$, then after passing the interface its direction $\alpha_2$ changes according to the formula

$$\frac{\sin(\alpha_1)}{b_1} = \frac{\sin(\alpha_2)}{b_2}.$$  \hfill (2.1)

![Figure 2.1. Refraction of a wave ray at the interface between two media](image)

Thus, in a medium where the conductivity $b$ (the wave propagation velocity) varies only along one spatial variable (for instance, $b(y)$), the wave ray inclination from the direction of the conductivity gradient $\alpha$ changes according to the formula

$$\frac{\sin(\alpha(y))}{b(y)} = \text{const} = \frac{\sin(\alpha_0)}{b(y_0)}.$$  \hfill (2.2)

Here $\alpha_0$ is the initial incidence angle of the wave ray with respect to the vertical at the point $y=y_0$. In the case of a parabolic bottom, where the depth is proportional to the squared medium conductivity $a(y)$ (the tsunami wave propagation velocity) can be determined by Lagrange’s formula (1.3), which for a parabolic bottom topography has the following form:

$$a(y) = \sqrt{g \cdot b_1 \cdot y^2} = b_2 \cdot y.$$  \hfill (2.3)

Here $g$ is the gravity acceleration, $y$ is the distance to the straight coastline where $y=0$, $b_1$ and $b_2$ are constant in the whole area. In this case the Snell law (2.2) gives the following wave-ray direction $\alpha$ according to the coastline normal

$$y(\alpha) = b_1 \cdot \sin(\alpha).$$  \hfill (2.4)
where $b_3$ is also a constant.

In order to determine the wave ray trajectory above such a bottom topography let us consider the following problem. Let the point $(0, y_0)$ be a starting point for the wave ray that exits this point in parallel to the shoreline direction (Fig. 2.2). At the starting point, the angle $\alpha = \pi/2$. The inclination angle of a wave ray $y(x)$ to the X-axis will be expressed as $\beta = \pi/2 - \alpha$ (Fig. 2.2). Hence, we have

$$\frac{dy}{dx} = \tan(\beta) = \frac{\sin(\beta)}{\cos(\beta)}, \quad 0 < \beta < \pi/2$$

or

$$dx = dy \frac{\cos(\beta)}{\sin(\beta)}.$$  \hspace{1cm} (2.5)

From (2.4) and (2.5) follows

$$dx = b_3 \cdot \sin(\beta) \cdot d\beta \frac{\cos(\beta)}{\sin(\beta)} = b_3 \cdot \cos(\beta) \cdot d\beta.$$

Figure 2.2. The wave ray refraction over the parabolic bottom topography

Assuming that along the wave ray the angle $\beta$ varies from zero to the positive value $\beta_1$, then after conducting the integration we obtain

$$x = b_3 \cdot \sin(\beta)|_{0}^{\beta_1} = b_3 \cdot \sin(\beta_1) = b_3 \cdot \cos(\alpha_1), \quad (2.6)$$

where $\alpha_1 = \pi/2 - \beta_1$. In addition to this, as follows from (2.4) for any value of $\alpha_1$ from the interval $(\pi/2, 0)$

$$y = b_3 \cdot \sin(\alpha_1). \quad (2.7)$$

Formulas (2.6), (2.7) present the parametric equation of the circle of radius $b_3$ with a center located at the coordinate origin. This radius can be easily determined from (2.4). From this formula it also follows that the circle center is always situated on the X-axis. In the case when the initial wave-ray outgoing direction was in parallel to the shoreline, the circle radius is equal to the offshore distance at this moment. If at some time instance the angle between the ray and the Y-axis is equal to $\alpha_0$ and the offshore distance at this moment is equal to $y_0$, then the radius of the circle which presents the wave ray can be found from (2.4)

$$r = b_3 = \frac{y_0}{\sin(\alpha_0)}. \quad (2.8)$$

If $\alpha_0 = 0$, but at the same time $y_0 > 0$, then the radius will be infinitely big and the ray trajectory will be presented by the straight line which is orthogonal to the coastline.

Unlike the case with a sloping bottom (Marchuk, 2016) here the boundary value problem for a wave ray can be solved without difficulty. Let us have two points (a source and a receiver) (2.3) in the area with the parabolic bottom topography. Let the receiver be situated at the coastline in the coordinate origin $(0, 0)$, and the source coordinates be the following: $x = x_0$, $y = y_0$. Let, for definiteness, $0 < x_0 < y_0$, which means that a wave ray monotonically approaches the shore (Fig. 2.3).

Taking into account the fact that the wave ray is presented by the circle arc having the center at the shoreline ($y = 0$), the unknown radius $r$ can easily be found from the equation of the circle passing the point $(x_0, y_0)$ and the coordinate origin

$$(r - x_0)^2 + y_0^2 = r^2. \quad (2.9)$$

Resolving this equation for the parameter $r$, the following expression will be written

$$r = \frac{x_0^2 + y_0^2}{2x_0}. \quad (2.10)$$
Then from the equation of a circle in parametric form

\[(r - x)^2 + y^2 = r^2,
\]

the equation of the wave ray passing the point \((x_0, y_0)\) and the coordinate origin can be written down as

\[y = \sqrt{x(2r - x)},\]

(2.11)

where the circle radius \(r\) is determined by formula (2.10).

Now with the help of the previously derived formulas let us define the tsunami travel time along the wave ray. Let us consider the wave ray presenting an arc of the circle of radius \(r\) with the center located at the point \((x_0, 0)\) (Fig. 2.4). Let initially (when \(t=0\)) the wave front cross this wave ray at a point \(A\) with the coordinates \((x_1, y_1)\). In addition, the segment which connects the point \(A\) with the center of the circle is inclined at the angle \(\alpha_1\) to the X-axis (Fig. 2.4).

Figure 2.4. The scheme of the travel-time calculation along the wave ray between the points $A$ and $B$

Let us find a travel time $T$ which is required for the tsunami wave to arrive at the point $B$ with the coordinates $(x_2, y_2)$ and where the radius-vector inclination is equal to $\alpha_2$ radians. If $0 < \alpha_1 < \alpha_2 \leq \pi$, then with allowance for (1.3) we can express the travel time as the Fermat integral

$$T = \int_{\alpha_1}^{\alpha_2} \frac{d\alpha \cdot r}{\sqrt{gD(x, y)}}$$

(2.12)

The depth $D$ all around the area varies according to the formula

$$D(x, y) = k^2 y^2.$$  

(2.13)

When we come to the variable $\alpha$, then (2.12) can be rewritten as

$$T = \frac{1}{\sqrt{g}} \int_{\alpha_1}^{\alpha_2} \frac{d\alpha \cdot r}{k \cdot r \cdot \sin(\alpha)} = \frac{1}{k_1} \ln\left|g\left(\frac{\alpha}{2}\right)\right|_{\alpha_1}^{\alpha_2} = \frac{1}{k_1} \left(\ln\left|g\left(\frac{\alpha_2}{2}\right)\right| - \ln\left|g\left(\frac{\alpha_1}{2}\right)\right|\right),$$

(2.14)

where \( k_1 = k \cdot \sqrt{g} \). The angle \( \alpha \) is counted clockwise from the X-axis. From (2.14) it is possible to express the angle \( \alpha_2 \) through the angle \( \alpha_1 \) and the time \( T \)

\[
\alpha_2 = 2\arctg\left(\exp(k_1T) \cdot \tan\left(\frac{\alpha_1}{2}\right)\right).
\]  

Finally, the coordinates of the destination point which the wave front will reach at the time \( T \) going along the wave ray, can be presented as

\[
\begin{align*}
x_2(T, \alpha_1) &= x_0 - r \cdot \cos(\alpha_2), \\
y_2(T, \alpha_1) &= r \cdot \sin(\alpha_2).
\end{align*}
\]  

(2.16)

Here \( \alpha_2 \) is associated with \( T \) and \( \alpha_1 \) according to (2.15). If \( 0 \leq \alpha_2 < \alpha_1 < \pi/2 \), then the expression for \( \alpha_2 \) (2.15) will be as follows

\[
\alpha_2 = 2\arctg\left(\frac{\tan\left(\frac{\alpha_1}{2}\right)}{\exp(k_1T)}\right).
\]  

(2.17)

The radius of this circle and its center position are uniquely determined from the source coordinates \((x_1, y_1)\) and the exit angle \( \alpha_1 \) of the wave ray (Fig. 2.4)

\[
\begin{align*}
r &= y_1 / \sin(\alpha_1), \\
x_0 &= x_1 + r \cdot \cos(\alpha_1) = x_1 + y_1 / \tan(\alpha_1).
\end{align*}
\]  

(2.18)

If \( \alpha_1=\pi/2 \), then the radius \( r \) is certainly equal to \( y_1 \), and the abscissa of the circle center is the same as the one for the ray exit point (i.e. \( x_1 \)). Now, using formulas (2.15) and (2.16) it is easy to determine coordinates of the destination point \((x_2, y_2)\) located on the ray, where the wave front arrives at the time instance \( T \).

It follows from formula (2.14) that the travel time is not dependent on the circle radius but only on the sector limits. This means that the travel time along the circle arc between the radius inclination angles \( \alpha_1 \) and \( \alpha_2 \) (Fig. 2.4) is the same for any concentric circle and the initially straight segment of a wave front will conserve its straight shape in the course of propagation over the parabolic bottom relief. An example of such a behavior of the straight wave front is shown in Figures 2.5 (a)-(d). Here the snapshots of the simulated tsunami wave (the water surface elevation), which propagates off the left boundary of the computational domain, are presented. It is easy to see that the wave front has the straight shape during whole propagation process. Such a property of the initially straight wave front

segment can be used for testing numerical methods for computing the tsunami kinematics and dynamics.

Figure 2.5. The snapshots of the calculated water surface as a result of tsunami propagation off the left boundary.
3. DETERMINATION OF A WAVE-FRONT LINE AND ESTIMATION OF THE WAVE HEIGHT ABOVE THE PARABOLIC BOTTOM

For some model shapes of the bottom, distributions of wave amplitudes (heights) can be found analytically. Consider, for example, the coastal area where the depth increases with a squared distance to the coast with a model tsunami source in the form of a circle of radius $R_0$ with the center at a distance of $y_{00}$ from a straight coastline. In Figure 3.1, this line coincides with the axis $OX (y = 0)$. In Section 2, the wave ray trajectory over a parabolic bottom (as in the case in question) has already been found. In order to determine a tsunami wave height all around the domain with the parabolic bottom topography, let us split it to many ray tubes varying the ray starting points and determining exiting angles there. Then using formulas (2.15) and (2.16) we can find coordinates of the points along each wave ray varying the time parameter $T$. The ray radius and the abscissa $x_0$ of the circle center are given by (2.18).

![Figure 3.1. The wave-ray trace above the parabolic bottom which exits the circled source boundary point within the angle $\alpha$ relating to the ordinate axis](image)

If, for example, a tsunami source is presented by a circle of radius $R_0$ with its center located at the point $(x_{00}, y_{00})$, then $N$ wave rays start from the source boundary points in the radius-vector directions. Then we will obtain a set of $N$ wave rays coming from the source boundary up to the edges of the computational domain. The scheme of constructing such a ray is shown in Figure 3.1. We will split the whole domain to $N-1$ ray tubes by constructing wave rays exiting $N$ different points, which are equidistantly located around the source. Here it is necessary to take into account the fact that coordinates of the ray starting points $(x_i, y_i)$ vary according to the formulas.

Here $\alpha_i$ is the ray exiting angle according to the ordinate axis. It is not allowed to say that rays reach the shoreline, because from (2.14) it follows that the required travel time for this is infinitely long. Figure 3.2 shows the wave-ray set, which was built using 200 ray exiting points along the circled source boundary. Their exiting angles $\alpha_i$ were equal to $i \cdot \pi / 200$ ($i=1, \ldots, 200$). Thus, we have obtained the coordinates of the destination point versus the time $T$ and the angle $\alpha$. Now, with formulas (2.15) - (2.17) we can find the wave front location by fixing the travel time $T$.

\begin{align}
  x_i &= x_{00} + R_0 \cdot \sin(\alpha_i), \\
  y_i &= y_{00} + R_0 \cdot \cos(\alpha_i).
\end{align}  

(3.1)

If we draw the lines connecting the points along wave rays corresponding to the same time instance, we will obtain tsunami isochrones. As an example, Figure 3.3 shows positions of the wave front within 5-minutes interval. In this case, the center of the circled source of radius $R_0=50$ km was situated 300 km off the straight shoreline. Here the coefficient $k$ of the parabolic depth growth (2.13) is equal to $10^{-4}$. This means that at a distance of 1,000 km off the shore the depth is equal to 10,000 m.

It is possible to prove that over the parabolic bottom topography, the initially rounded wave front will conserve its circle shape at any time instance after the beginning of propagation (Borovskikh, 2006). However, the circle center position will migrate off the shoreline (the lower boundary in Fig. 3.3). If the initial wave front is presented by the circle of radius $R_0$ with the center located at the distance $y_{00}$ offshore then at a time instance $T$ the circle-shaped wave front radius $R_2$ and position of its center $y_2$ can be expressed by formulas

$$R_2 = \left( (y_{00} + R_0) \cdot e^{kT\sqrt{g}} - \frac{(y_{00} - R_0)}{e^{kT\sqrt{g}}} \right) / 2 ,$$  \hspace{1cm} (3.2)

$$y_2 = \left( (y_{00} + R_0) \cdot e^{kT\sqrt{g}} + \frac{(y_{00} - R_0)}{e^{kT\sqrt{g}}} \right) / 2 .$$  \hspace{1cm} (3.3)

Here the bottom inclination coefficient $k$ is defined by (2.13). This is one more benchmark solution which can be used for testing numerical methods.

If we want to estimate the wave height at the point $(x_1, y_1)$ it is necessary to determine the distance between the two following points: the first one is the point $(x_1, y_1)$, where the wave going along the

ray exiting the point \((x_{00}+R_0 \sin \alpha, y_{00}+R_0 \cos \alpha)\) at the angle \(\alpha\) (fig. 3.1) arrives at the time \(T\). The second one is the point \((x_2, y_2)\), where a tsunami wave arrives at the same time moment going along the wave ray exiting the point \((x_{00}+R_0 \sin(\alpha+\Delta\alpha), y_{00}+R_0 \cos(\alpha+\Delta\alpha))\) at the angle \(\alpha + \Delta\alpha\). With formula (1.9), the coefficient of wave attenuation due to changing the ray tube width and depth is calculated. Doing this for various values of the time \(T\) and the directions of wave rays, we obtain the wave attenuation distribution over the entire area of points which can be reached by the wave rays from the initial wave front points.

Figure 3.4. The comparative location of the wave-height maxima isolines obtained by numerical calculation of the shallow-water equations (black color) and within the wave-ray approximation (grey color).

To verify the solution obtained, the numerical simulation of the tsunami wave propagation was carried out using the differential shallow-water model with a package called MOST (Titov, 1997). In this numerical experiment the center of a circular source, 40 km in radius, was located at a distance of 300 km from the coast. This source formed a 100-cm high circular wave at a distance of 50 km from the center. This initial front was taken as initial conditions to calculate the amplitudes with the ray model. In Figure 3.4, isolines of the tsunami wave height maxima in the 1000 \(\times\) 1000 km coastal area with a parabolic bottom obtained from formulas (2.15)–(2.16) and (1.9) are shown by grey color. For comparison, isolines of the wave height maxima obtained by numerical solution of the same problem.
with the nonlinear shallow water model (Titov, 1997) having the same initial values are shown by black color. In both cases, the levels of isolines (whose height is shown in meters), were taken with a spacing of 5 cm. Figure 3.4 shows that the distributions of amplitudes obtained by the two different methods mostly coincide except the shelf area, where a depth is less than 150-200 m where, in contrast to the ray approximation, in the numerical implementation of the differential shallow water model the influence of the nonlinearity is much stronger than in a deep sea.

The parabolic bottom topography (or similar) can be found in several tsunamigenic regions. As an example, the cross-section of the land-bottom relief (Mikheeva et al., 2014) of the Fukushima-Tohoku area (Japan) is presented in Figure 3.5. The white line in this figure shows the cross-section direction.

Moreover, one can see that northwards of this cross-section such a kind of bottom topography (parabolic-type) takes place up to the top of Honshu Island.

CONCLUSION

The height of a propagating tsunami wave versus depth and refraction above an uneven bottom has been estimated using the differential shallow-water equations. The exact wave ray trajectory and the tsunami isochrones above the parabolic bottom have been found. A comparison of the results obtained by the ray method and with the shallow water model has been made. This comparison shows that with a numerical method based on the ray approximation not only the arrival times of tsunami waves at different points, but also the wave heights in a deep water can be estimated. These solutions for travel times and wave-ray traces can be used for testing the numerical methods carrying out the tsunami simulation.
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ABSTRACT

Numerous earthquakes have occurred along the collision zones of the African and parts of Eurasian plates. Some of these earthquakes along these zones have generated tsunamis. To mitigate this hazard, knowledge of b-values of the Gutenberg – Richter relation for tectonic earthquakes in the African and parts of Eurasian plates is essential. The temporal variations of b-values were evaluated using sliding time windows with each window containing a total of 100 events with a view to utilizing the results as a precursor for the earthquake occurrence. The spatial variation of b-values of the study area was also delineated by dividing it into grids and calculating the b-values for each grid using constant radius and constant number of events. Results obtained from the temporal variation of b-values showed that earthquakes of large magnitudes occurred when the b-values were low while earthquakes of small magnitudes occurred when the b-values were high throughout the study period. The results of the spatial distribution of b-values also showed that earthquakes of large magnitudes occurred in areas of low b-values while earthquakes of small magnitudes occurred in areas of high b-values. The study therefore concluded that the temporal and spatial variations of b-values might be considered as a precursor for earthquake prediction.

Keywords: b-value, tsunami, Precursor, Plates, Earthquake, Tectonics.

1.0 INTRODUCTION

The occurrence of destructive earthquakes along the collision zone of African and Eurasian plate boundaries had generated tsunamis in past decades. Despite that there are many uncertainties about the relative motions between the tectonic plates of Africa and Eurasia, continuous continental collision, subduction and crustal shortening processes are still occurring in the zone (Pararas-Carayannis, 2011). From the seismo-tectonic history and estimated rates of these tectonic plate collisions, it is very likely that another destructive earthquake and tsunami similar to the 365 AD and 1303 AD events is statistically long overdue and very likely to occur again in the zone. Such great tsunamigenic earthquakes can be expected to occur every 800 years or so along African and Eurasian plate boundaries (Pararas-Carayannis, 2011).

The African plate is one of the major tectonic plates of the earth where few large earthquakes have been reported. At present, the African plate is the fourth largest tectonic plate (~61 H of Eurasia) a landmass consisting of the traditional continents of Europe and Asia. It also includes oceanic crust extending westward to the Mid-Atlantic Ridge and northward to the Gakkel Ridge.

The African Plate had moved relatively slowly for the last 100 Ma or so in a general northeast direction with a speed estimated at around 2.15 cm (0.85 in) per year, drawing it closer to the Eurasian Plate. However, throughout this period, its continental interior has experienced many seismic changes such as long-term intra-continental crustal deformation which may be due to local and regional tectonic events occurring on the plate (Cloetingh and Burov, 2011; Zoback et al., 1993) and mantle-lithosphere interaction (Heine et al., 2008). Lack of effective seismic monitoring of the plate hampered the study of these events and seismic changes associated with it. To assess these seismic changes for the prediction of future occurrence of earthquakes in the African and parts of Eurasian plates, the knowledge of significant changes in $b$-value is essential. The $b$-value indicates the tectonic character of a region and has been assumed to depend on the accumulated stress in that region. Hence, this study intends to investigate the $b$-value variations in the African and parts of Eurasian Plates.

1.1 Tectonic Settings and Historical Seismicity

The African Plate's speed is estimated at around 2.15 cm (0.85 in) per year. It has been moving over the past 100 million years or so in a general northeast direction, drawing it closer to the Eurasian Plate. The African Plate (Fig.1) is rifting in the eastern interior of the African continent along the East African Rift. This rift zone represents a zone of maximum weakness where the African Plate is deforming, as plates to its east are moving rapidly northward.

The highest seismicity of the African continent is concentrated in East Africa. Recent seismicity demonstrates that the East African rift is prone to large earthquakes, since some of the strongest events of the 20th century exceeded $M = 7$, such as that of the 13 December, 1910; Rukwa, Tanzania ($MS = 7.4$), 20 and 24 May 1990, Sudan ($MS = 7.0 - 7.4$), and 22 February 2006, Mozambique ($MW = 7.0$) (Mourabit et al., 2013).
Figure 1: Seismicity Map of the Study Area [Source: National Earthquake Information Center (NEIC), US Geological Service.]

In North Africa, Algeria is known as one of the most active region because several large and shallow depth (0 – 30 km) earthquakes have occurred in the last six decades [Orléanville, (1954, $MS = 6.0$), El Asnam, (1980, $M 7.3$), Constantine (1985, $MS 6.0$), Tipasa - Chénoua (1989, $MS 6.0$), Mascara, (1994, $M 6.0$) and Zemmouri, (2003, $M 6.8$)].

Large earthquakes have also been reported in countries such as Morocco, Libya, and Egypt. In February 2004, the city of Al Hoceima and the Rif Mountains of Morocco were struck by a large earthquake ($MW = 6.4$), 10 years after the May 1994 ($MS = 6.0$) event. The city of Cairo in Egypt was struck in October 1992 by an earthquake of magnitude 5.8, which caused large damage. In 1935, the Syrte region in Libya experienced an earthquake of magnitude 6.9 with severe damage (Suleiman and Doser 1995; Suleiman et al., 2004).

Seismic activities in Southern Africa are believed to be an extension of the East Africa rift system. South Africa has experienced few major earthquake events. Among these is the earthquake of Orange Free State in 1912. Historically, the most severe earthquake of magnitude 6.3 on the Richter scale occurred on 29 September 1969 in Ceres, 100 km northeast of Cape Town (Alabi et al., 2013).

Central and Western Africa, is generally considered as aseismic or having low seismicity. The biggest magnitude recorded is $MW = 6.5$ in Ghana and $MW = 6.0$ in Cameroon. Though Nigeria is not located within the major earthquake zones of the world, nevertheless it has experienced series of earth tremors especially in the southwestern part. The first reported occurrence of an earth tremor in Nigeria was in 1939 in Lagos, Ibadan and I I e - I f e located in the south - western part of the country. Subsequent occurrences of earth tremors in Nigeria were in 1984, 1988, 1990, 1997, 2000 and 2006. The intensities of these shocks ranged from III to IV on the Modified Mercalli Intensity Scale (Akpan and Yakubu, 2010).

Several seismic events have also occurred in Accra, Ghana, extending along the Akwapin faults to the Volta River (Burke, 1969). In the past 120 years, Accra has on three occasions been damaged by major earthquakes in 1906, 1939, and 1941 (Junner, 1941).

On December 22, 1983, a large earthquake also occurred in Guinea further west of Nigeria in an area, which was previously considered aseismic (USGS location 11.93 S and 13.60 W) (Dorbarth et al., 1983). Seiberg (1932) also reported five earthquakes from Cameroon of which two were associated with the Cameroon mountain volcano and two including the largest had epicenters at Kribi (100 E, 40 N), 200 km to the south.

1.2 The $b$-value

In the year 1956, Charles Francis Richter and Beno Gutenberg proposed the relationship between earthquake magnitude and frequency in what they called the Gutenberg-Richter relation. This Gutenberg-Richter relation which is also known as the Frequency-Magnitude Distribution (FMD) is commonly used in the modeling of earthquake hazard, mostly related to the earthquake precursors and
probabilistic seismic hazard assessments (Nuannin, 2006; Damanik et al., 2010). The FMD describes the number of earthquakes occurring in a given region as a function of their magnitude $M$ as:

$$\log N = a - bM$$  \hspace{1cm} (1)$$

where $N$ is the cumulative number of earthquakes with magnitudes equal to or greater than $M$, and $a$ and $b$ are real constants whose values vary in time and space. The parameter $a$ characterizes the general level of seismicity in a given area during the study period, that is the higher the $a$ value, the higher the seismicity. The parameter $b$ commonly called the $b$-value has been widely used in the studies of seismicity, tectonics, seismic risk estimation and earthquakes prediction. The $b$-value indicates the tectonic character of a region and assumed to depend on the accumulated stress in that region (Nuannin, 2006). Schorlemmer et al. (2004) described $b$-value as a stress meter, depending inversely on the differential stress.

Regionally, changes in $b$-value are believed to be inversely related to changes in the stress level (Buč, 1970; Gibowicz, 1973). An increase of applied shear stress or effective stress results in decrease of $b$-value (Urbancic et al., 1992; Wyss, 1973). A smaller $b$-value probably means that the stress is high in the examined region. Decreasing $b$-value within the seismogenic volume under consideration has been found to correlate with increasing effective stress levels prior to major shocks (Kanamori, 1981). Studies revealed that the $b$-value is also related to the depth of occurrence of the earthquake (Weimer and Benoit, 1996; Mori and Abercrombie, 1997; Wyss et al., 1997, 2001).

In general, the $b$-value in broad seismic regions is close to 1.0 from global statistics (Lay and Wallace, 1995). For regions in smaller scale over a few to tens of kilometers, the temporal and spatial variations in $b$-values may be significantly large, ranging from 0.5 to 1.5 in Japan (Ogata and Katsura, 1993) and from 0.5 to 1.3 near Parkfield of the San Andreas fault (Schorlemmer et al., 2004). Variation of $b$-value in a region is commonly correlated with characteristics of regional seismic activities. For example, high seismicity in magma chambers may be characterized by high $b$-values (Sanchez et al., 2004; Wiemer and McNutt, 1997). The initial rupture of large earthquakes, by contrast, was found to occur in regions where $b$-values were low (Wyss and Stefansson, 2006; Wyss et al., 2000). Schorlemmer et al. (2005) pointed out that the region with low $b$-value implies large differential stress and suggests its being toward the end of the seismic cycle. Such relationship can be applied for evaluating seismic hazard and earthquake forecasting (Smith, 1981). The $b$-value in Equation (1) can be estimated either by linear least squares regression or by maximum likelihood method (Aki, 1965; Ustu, 1965; Bender, 1983; Nuannin, 2006; Damanik et al., 2010). In this study, the maximum likelihood method has been used to calculate $b$-value. The maximum likelihood estimate of the $b$-value is given as (Öztürk, 2012):

$$b = 2.303M - M_{\text{min}} + 0.005$$  \hspace{1cm} (2)$$

where $M$ indicates the average magnitude and $M_{\text{min}}$ is the minimum magnitude of the local catalog data that is being investigated. Value 0.005 in Equation 2 is a correction constant. 

2.0 DATA ACQUISITION, DESCRIPTION AND METHOD.

Earthquake data used for this study were extracted from the Advanced National Seismic System (ANSS) Comprehensive Catalog, a website of Northern California Earthquake Data Centre (NCEDC), USA (http://quake.geo.berkeley.edu/anss/catalog-search.html). The data covered a region bounded by latitudes -40° to +40° and longitudes -20° to +60° which comprises of the African and parts of Eurasian plates. The data were obtained in a readable format for earthquakes with magnitude and depth ranging from $MW = 2.0$ to $MW = 7.7$ and 0 to 700 km respectively, for a period of forty years (1/8/1975 to 31/7/2015). There were 73,389 earthquakes in all. Each datum composed the date of occurrence of earthquake, origin time, coordinates of epicenter, magnitude, event identification, and focal depth of earthquake.

2.1 Frequency – Magnitude Distribution (FMD) of Earthquakes

The Frequency – Magnitude Distribution (FMD) of earthquakes that took place in the study area for the forty-year periods of study was evaluated. This was done by plotting the cumulative number of earthquakes as a function of their magnitudes. These plots were then fitted with a straight line that best fit the plots. The straight line represents the Gutenberg – Richter equation. The magnitude of completeness $MC$ of the earthquake catalogue also known as the threshold magnitude which is the magnitude above which all earthquakes were recorded was then determined from the plots. The overall $b$-value of earthquakes from the study area was determined by finding the slope of the line of best fit while the $a$-value, that is, the seismicity level of the study area was also determined by substituting the known parameters into the Gutenberg – Richter equation. Figure 2 showed the Frequency – Magnitude Distribution of earthquakes in the study area for the forty-year periods of study. From Figure 2, we have $MC = 4.7$, $b = 1.18$, and $a = 10.4$.

![Frequency – Magnitude Distribution of Earthquakes](image-url)

Figure 2: Frequency – Magnitude Distribution (FMD) of Earthquakes from August 1, 1975 to July 31, 2015. The Red Thin
2.2 Temporal Variation of \( b \)-value

To study variations of \( b \)-value with time, a sliding time window method was used. Due to high difference between the numbers of events in each window, constant number of events in each window was considered. A group of earthquakes was chosen from the earthquake catalogue and the \( b \)-value was calculated for the first window using the maximum likelihood equation. The window was then shifted by a time corresponding to certain number of events. The \( b \)-value was calculated for the new group of data and the process was repeated until the last window was reached. For this study, 100 events in windows have been selected which was shifted for every year. Several tests were performed by varying the number of events in the window i.e. 50, 100, 150 and 200. Varying the step (shift) length was also tested but it does not affect the resolution.

Figures 3, 4, 5 and 6 showed the temporal variations of \( b \)-values for ten years each of the periods of study while Figure 7 showed the temporal variation of \( b \)-values for the forty – year periods of study.

Figure 3: Temporal Variation of \( b \)-value from August 1, 1975 to July 31, 1985.
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Figure 4: Temporal Variation of $b$-value from August 1, 1985 to July 31, 1995.

Figure 5: Temporal Variation of $b$-value from August 1, 1995 to July 31, 2005.

Figure 6: Temporal Variation of $b$-value from August 1, 2005 to July 31, 2015.

Figure 7: Temporal Variation of $b$-value from August 1, 1975 to July 31, 2015 as Thick Red Line. Arrows Mark the Occurrence Time of Large Earthquakes ($M \geq 5.4$)

2.3 Spatial Variation of $b$-value

The spatial variation of $b$-values was mapped by projecting earthquake epicenters onto a plane. The study area was divided into grids and $b$-values were calculated for each grid using constant radius and constant number of events. In this study, the spatial variation of $b$-value was determined using a $10^\circ \times 10^\circ$ processing grid with each grid containing a total of 100 events. To visualize the variation of $b$-value with space, the $b$-values were gridded using minimum curvature gridding method and were displayed using a color-shaded map. Figure 8 showed the spatial variation of $b$-values for the study area.

Figure 8: Spatial Variation of $b$-values for the Forty – Year Period of Study.
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3.0 RESULTS AND DISCUSSION

The overall $b$-value of earthquakes from the study area for the entire periods of study was estimated to be 1.18 as shown in Figure 2. From the temporal variations of $b$-values (Figures 3, 4, 5, 6, and 7), it was observed that the $b$-value varies between 0.6 and 1.3 throughout the study period. High $b$-values were observed in the years 1976, 1977, 1980, 1981, 1986, 1990, 2001, 2002, 2003, 2010 and 2011. In these years the $b$-values ranges from 1.1 to 1.3. These years have the lowest average magnitude of earthquakes (between 4.1 and 4.4) as they were dominated by numerous earthquakes of small magnitudes.


The lowest $b$-values observed were between 0.6 and 0.7 and were recorded in the years 1979, 1991, 1997, 2007 and 2012. These years experienced the highest average magnitude of earthquakes (between 5.0 and 5.5) as they were dominated by numerous earthquakes of large magnitudes.

From the spatial variation of $b$-values (Fig. 8), we found the clustering of low $b$-value along the African – Eurasian plate boundary, in countries such as Spain, Greece and Turkey as well as parts of Atlantic and Indian Oceans. All these areas were shown in blue color and they have variations of $b$-values ranging from 0.6 to 0.7. Low $b$-values were also observed in some East African countries such as Uganda, Kenya, Tanzania, Zambia, Mozambique and Zimbabwe as well as some Arabian countries such as Syria, Iraq, Iran, Qatar, United Arab Emirates and Omar. These areas were shown in light blue color and they have variations of $b$-values ranging from 0.8 to 0.9. These areas have high level of seismicity and have experienced numerous earthquakes of large magnitudes. The average magnitude of earthquakes that took place in these region ranges from 4.6 to 5.5.

The areas marked by green color in the $b$-value distribution map are those areas that experienced just few earthquakes of intermediate magnitudes. The $b$-value for these regions ranges from 1.0 to 1.1. The average magnitude of earthquakes that took place in these regions was between 4.3 and 4.6. These areas include Tunisia, Egypt, Yemen, Saudi Arabia, Eritrea, Somalia, Ethiopia, Congo (DRC), Angola, Botswana, Madagascar and South Africa as well as parts of Indian and Atlantic Oceans.

Areas shown in yellow are areas of high $b$-values. These areas have low seismicity as they were dominated with numerous earthquakes of small magnitudes. The $b$-value for these areas ranges from 1.2 to 1.3 and the average magnitudes of earthquakes that took place in these regions was between 4.1 and 4.3. These areas include Morocco, Algeria, Libya, Namibia, Congo, Gabon, Central African Republic, Sudan, Chad, Nigeria, Ghana, Ivory Coast, Sierra Leone, Liberia, Guinea, Senegal and Mauritania.

The areas shown in pink represent areas of very low or no seismicity. These represent areas where the total number of earthquake that occurred was not up to the total number of earthquakes used for the calculation of $b$-value in this study or areas where no significant earthquake was recorded during the period of the study. The $b$-values for these regions range from 1.4 to 1.5. These areas include Benin, Togo, Cameroon, Mali and Niger and some parts of Indian and Atlantic Oceans.

4.0 CONCLUSION

The variation of $b$-value with time and space has been successfully investigated for earthquakes in the African and parts of Eurasian plates. Results obtained from the temporal variations of $b$-values showed that earthquakes of large magnitudes occurred when $b$-values were low throughout the study period while earthquakes of small magnitudes occurred when $b$-values were high. Significant drops in $b$-values revealed a U-shape curve in the $b$-value versus time graphs. A rapid increase of $b$-value with time was also observed after the occurrence of large earthquakes. Also, from the results obtained from the geographical distribution of $b$-values, it was observed that earthquakes of large magnitudes occurred in regions of low $b$-values while earthquakes of small magnitudes occurred in regions of high $b$-values. This study therefore concluded that the temporal and spatial variations of $b$-values might be considered as a precursor for earthquake prediction. Hence, this study suggests that monitoring the $b$-value variations in the African and parts of Eurasian plates may be a useful method for predicting likely occurrence of earthquakes in the study area.
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